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ADAPTIVE SUBGRADIENT METHODS FOR MATHEMATICAL

PROGRAMMING PROBLEMS WITH QUASI-CONVEX FUNCTIONS

S. S.Ablaev, F. S. Stonyakin, M. S.Alkousa, A.V. Gasnikov

The paper is devoted to subgradient methods with switching over productive and non-productive steps for

problems of minimization of quasi-convex functions with functional inequality constraints. For the problem of

minimizing a convex function with quasi-convex inequality constraints, result is obtained on the convergence of

the subgradient method with an adaptive stopping rule. Further, on the basis of an analogue of a sharp minimum

for nonlinear problems with inequality constraints, results are obtained on the convergence with the rate of a

geometric progression of restarted versions of subgradient methods. Such results are considered separately in

the case of a convex objective function and quasi-convex inequality constraints, as well as in the case of a quasi-

convex objective function and convex inequality constraints. The convexity may allow to additionally suggest

adaptive stopping rules for auxiliary methods, which guarantee that an acceptable solution quality is achieved.

The results of computational experiments are presented, showing the advantages of using such stopping rules.

Keywords: subgradient method, quasi-convex function, sharp minimum, restarts, adaptive method.

REFERENCES

1. Polyak B.T. A general method of solving extremum problems. Sov. Math. Dokl., 1967, vol. 8, no. 3,
pp. 593–597.

2. Huang Y., Lin Q. Single-loop switching subgradient methods for non-smooth weakly convex optimization

with non-smooth convex constraints. 2023, 49 p. Available at https://arxiv.org/pdf/2301.13314.pdf .

3. Bayandina A., Dvurechensky P., Gasnikov A., Stonyakin F., Titov A. Mirror descent and convex
optimization problems with non-smooth inequality constraints. In: Large-Scale and Distributed

Optimization, eds. Pontus Giselsson and Anders Rantzer, 2018, Ser. Lecture Notes in Math., vol. 2227,
pp. 181–213. doi: 10.1007/978-3-319-97478-1_8

4. Lagae S. New efficient techniques to solve sparse structured linear systems, with applications to truss
topology optimization. In: Ecole polytechnique de Louvain, Université catholique de Louvain, 2017.
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