TRUDY INSTITUTA MATEMATIKI I MEKHANIKTI UrO RAN
Vol. 26 No. 3 2020

CONVERGENCE OF THE ALGORITHM OF ADDITIVE REGULARIZATION
OF TOPIC MODELS

I. A. Irkhin, K. V. Vorontsov

The problem of probabilistic topic modeling is as follows. Given a collection of text documents, find the
conditional distribution over topics for each document and the conditional distribution over words or terms for
each topic. Log-likelihood maximization is used to solve this problem. The problem has generally an infinite set of
solutions, being ill-posed according to Hadamard. In the framework of Additive Regularization of Topic Models
(ARTM), a weighted sum of regularization criteria is added to the main log-likelihood criterion. The numerical
method for solving this optimization problem is a kind of iterative EM-algorithm. In ARTM it is inferred
in a quite general form for an arbitrary smooth regularizer, as well as for a linear combination of smooth
regularizers. This paper studies the problem of convergence of the EM iterative process. Sufficient conditions
are obtained for the convergence to a stationary point of the regularized log-likelihood. The constraints imposed
on the regularizer are not too restrictive. We give their interpretations from the point of view of the practical
implementation of the algorithm. A modification of the algorithm is proposed that improves the convergence
without additional time and memory costs. Experiments on the news text collection have shown that our
modification both accelerates the convergence and improves the value of the criterion to which it converges.
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